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a b s t r a c t

In automated multi-label text categorization, an automatic categorization system should output a label

set, whose size is unknown a priori, for each document under analysis. Many machine learning

techniques have been used for building such automatic text categorization systems. In this paper, we

examine virtual generalizing random access memory weightless neural networks (VG-RAM WNN), an

effective machine learning technique which offers simple implementation and fast training and test, as

a tool for building automatic multi-label text categorization systems. We evaluated the performance of

VG-RAM WNN on two real-world problems:, (i) categorization of free-text descriptions of economic

activities and (ii) categorization of Web pages, and compared our results with that of the multi-label

lazy learning approach (Multi-Label K-Nearest Neighbors, ML-KNN). Our experimental comparative

analysis showed that, on average, VG-RAM WNN either outperforms ML-KNN or show similar

categorization performance.

& 2009 Elsevier B.V. All rights reserved.
1. Introduction

Automatic text categorization is still a very challenging
computational problem to the information retrieval communities
both in academic and industrial contexts. Most works on text
categorization in the literature are focused on single label text
categorization problems, where each document may have only a
single label [1]. However, in real-world problems, multi-label
categorization is frequently necessary [2–13].

From a theoretical point of view, single-label categorization is
more general than multi-label, since an algorithm for single-label
categorization can also be used for multi-label categorization: one
needs to transform the multi-label categorization problem into
n independent single-label problems, where n is number of
possible labels, or categories [1]. However, this equivalence holds
only if the n categories are stochastically independent, that is, the
association of a category ci to a document is independent of the
association of another category, cj, to the same document;
however, this frequently is not the case. Multi-label categorization
systems can take advantage of the correlation between categories
in order to improve their performance.
ll rights reserved.

: +55 274009 7800.
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Several techniques for multi-label categorization have been
proposed, such as multi-label decision trees [4,6], multi-label
kernel methods [5,8,11] or multi-label neural networks [10,12],
and many of them specifically for multi-label text categorization
[2,3,7,9,10,12]. In this paper we present an experimental evalua-
tion of the performance of Virtual Generalizing Random Access
Memory Weightless Neural Networks (VG-RAM WNN [14,15]) on
multi-label text categorization. We have chosen an experimental
evaluation approach because of the very nature of the task—

automatic text categorization relies solely on text semantics, and
given that the semantics of a document is a subjective notion,
the inclusion of a document in a category cannot be decided
deterministically [1].

VG-RAM WNN is an effective machine learning technique
which offers simple implementation and fast training and test
[14]. We evaluated the categorization performance of VG-RAM
WNN on two different real-world multi-label problems: categor-
ization of free-text descriptions of economic activities, and
categorization of Web pages. The automation of the categorization
of economic activities of companies from business descriptions in
free text format is a huge challenge for the Brazilian governmental
administration in the present day. So far, this task has been carried
out by humans, not all of them properly trained for the job. When
this problem is tackled by humans, the subjectivity on their
categorization brings a problem: different human categorizers can
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give different results when working on the same business
description. This can cause distortions in the information used
for planning, taxation and other governmental obligations of the
three Brazilian administrative levels: County, State and Federal.
Furthermore, the number of possible categories considered is very
large, more than 1000 in the Brazilian scenario, which makes the
categorization problem even harder to be solved. Web page
categorization, on the other hand, is used by several Web search
companies, such as Google and Yahoo, for helping users navigate
the Internet, and has significant economic value.

In this work, the performance of VG-RAM WNN on the two
categorization problems mentioned was analyzed using four
multi-label categorization metrics: hamming loss, one-error, cover-

age and average precision [3]. We also compared the VG-RAM
WNN performance with that of the multi-label lazy learning
technique, i.e., Multi-Label K-Nearest Neighbors (ML-KNN) pro-
posed by Zhang and Zhou [13]. Their technique achieved higher
performance than well-established algorithms in several multi-
label problems [13]. Our results show that, in the categorization of
free-text descriptions of economic activities, VG-RAM WNN
outperforms ML-KNN in terms of the four multi-label evaluation
metrics employed, while in the Web page categorization problem,
on average, VG-RAM WNN outperforms ML-KNN in terms of
hamming loss, coverage and average precision, and show similar
categorization performance in terms of one-error.

This paper is organized as follows. Section 2 introduces the
multi-label text categorization problem and the metrics used to
evaluate the performance of the categorization techniques
examined. Sections 3 and 4 briefly introduce VG-RAM WNN and
ML-KNN, respectively, and describe how we have used them for
multi-label text categorization. Section 5 presents our experi-
mental methodology and analyzes our experimental results. Our
conclusions and directions for future work follow in Section 6.

A preliminary version of this paper appeared in the Proceed-
ings of the 7th IEEE International Conference on Intelligent
Systems Design and Applications [18].
2. Multi-label text categorization

Text categorization may be defined as the task of assigning
categories (or labels), from a predefined set of categories, to
documents [1]. In multi-label text categorization, one or more
categories may be assigned to a document.

Let D be the domain of documents, C ¼ fc1; . . . ; cjCjg a set of
pre-defined categories, and O ¼ fd1; . . . ; djOjg an initial corpus of
documents previously categorized manually by a domain expert
into subsets of categories of C. In multi-label learning, the
training(-and-validation) set TV ¼ fd1; . . . ;djTV jg is composed of a
number documents, each associated with a subset of categories
of C. TV is used to train and validate (actually, to tune eventual
parameters of) a categorization system that associates the
appropriate combination of categories to the characteristics of
each document in the TV . The test set Te ¼ fdjTV jþ1; . . . ; djOjg, on the
other hand, consists of documents for which the categories are
unknown to the categorization system. After being (tunned and)
trained with TV , the categorization system is used to predict the
set of categories of each document in Te.

A multi-label categorization system typically implements a
real-valued function f : D�C! R that returns a value for each
pair hdj; cii 2D�C that, roughly speaking, represents the evi-
dence for the fact that the test document dj should be categorized
under the category ci. The real-valued function f ð:; :Þ can be
transformed into a ranking function rð:; :Þ, which is a one-to-one
mapping onto f1;2; . . . ; jCjg such that, if f ðdj; c1Þ4f ðdj; c2Þ, then
rðdj; c1Þorðdj; c2Þ. If Cj is the set of proper categories for the test
document dj, then a successful categorization system will tend to
rank categories in Cj higher than those not in Cj. Those categories
that rank above a threshold t (i.e., ckjf ðdj; ckÞXt) are then assigned
to the test document dj.

We have used four multi-label evaluation metrics proposed in
[3,17] for examining the categorization performance of VG-RAM
WNN, namely hamming loss, one-error, coverage, and average

precision. The metrics one-error, coverage and average precision

evaluate the whole ranking derived from the real-valued function
f ð:; :Þ, while hamming loss evaluates the exact set of categories
predicted for the test document dj. We present each of these
metrics below.

Hamming loss (hlossj) evaluates how many times the test
document dj is misclassified, i.e., a category not belonging to the
document is predicted or a category belonging to the document is
not predicted:

hlossj ¼
1

jCj
jPjDCjj (1)

where jCj is the number of categories and D is the symmetric
difference between the set of predicted categories Pj and the set of
appropriate categories Cj of the test document dj.

One-error (one-errorj) evaluates if the top ranked category is
present in the set of proper categories Cj of the test document dj:

one-errorj ¼
0 if ½arg max

c2C
f ðdj; cÞ� 2 Cj

1 otherwise

(
(2)

where ½arg maxc2Cf ðdj; cÞ� returns the top ranked category for the
test document dj.

Coverage (coveragej) measures how far we need to go down the
rank of categories in order to cover all the possible categories
assigned to a test document:

coveragej ¼ max
c2Cj

rðdj; cÞ � 1 (3)

where maxc2Cj
rðdj; cÞ returns the maximum rank for the set of

appropriate categories of the test document dj.
Average precision (average-precisionj) evaluates the average of

precisions computed after truncating the ranking of categories
after each category ci 2 Cj in turn:

avgprecj ¼
1

jCjj

XjCj j

k¼1

precisionjðRjkÞ (4)

where Rjk is the set of ranked categories that goes from the top
ranked category until a ranking position k where there is a
category ci 2 Cj for dj, and precisionjðRjkÞ is the number of pertinent
categories in Rjk divided by jRjkj. If there is a category ci 2 Cj at the
position k and f ðdj; ciÞ ¼ 0 then precisionjðRjkÞ ¼ 0.

For p test documents, the overall performance is obtained by
averaging each metric, that is hloss ¼ ð1=pÞ

Pp
j¼1hlossj,

one-error ¼ ð1=pÞ
Pp

j¼1one-errorj, coverage ¼ ð1=pÞ
Pp

j¼1coveragej

and avgprec ¼ ð1=pÞ
Pp

j¼1avgprecj. The smaller the value of
hamming loss, one-error and coverage, and the larger the value of
average precision, the better the performance of the categorization
system. The performance is perfect when hloss ¼ 0, one-error ¼ 0,
coverage ¼ ð1=pÞ

Pp
j¼1ðjCjj � 1Þ and avgprec ¼ 1.

3. VG-RAM WNN

RAM-based neural networks, also known as n-tuple categor-
izers or weightless neural networks (WNN), do not store knowl-
edge in their connections but in Random Access Memories (RAM)
inside the network’s nodes, or neurons. These neurons operate
with binary input values and use RAM as lookup tables: the
synapses of each neuron collect a vector of bits from the network’s
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Fig. 3. VG-RAM WNN architecture employed.
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inputs that is used as the RAM address, and the value stored at
this address is the neuron’s output. Training can be made in one
shot and basically consists of storing the desired output in the
address associated with the input vector of the neuron [18] (see
Fig. 1).

In spite of their remarkable simplicity, RAM-based neural
networks are very effective as pattern recognition tools, offering
fast training and test, and easy implementation [14]. However, if
the network input is too large, the memory size of the neurons of
WNN becomes prohibitive, since it must be equal to 2n, where n is
the input size. Virtual Generalizing RAM (VG-RAM) networks are
RAM-based neural networks that only require memory capacity to
store the data related to the training set [15]. In the neurons of
these networks, the memory stores the input–output pairs shown
during training, instead of only the output. In the test phase, the
memory of VG-RAM neurons is searched associatively by
comparing the input presented to the network with all inputs in
the input–output pairs learned. The output of each VG-RAM
neuron is taken from the pair whose input is nearest to the input
presented—the distance function employed by VG-RAM neurons
is the hamming distance. If there is more than one pair at the same
minimum distance from the input presented, the neuron’s output
is chosen randomly among these pairs.

Fig. 2 shows the lookup table of a VG-RAM neuron with three
synapses (X1, X2 and X3). This lookup table contains three entries
(input–output pairs), which were stored during the training phase
(entries #1, #2 and #3). During the test phase, when an input
vector (input) is presented to the network, the VG-RAM test
algorithm calculates the distance between this input vector and
each input of the input–output pairs stored in the lookup table. In
the example of Fig. 2, the hamming distance from the input to
entry #1 is two, because both X2 and X3 bits do not match the
input vector. The distance to entry #2 is one, because X1 is the
only non-matching bit. The distance to entry #3 is three, as
the reader may easily verify. Hence, for this input vector, the
algorithm evaluates the neuron’s output, Y , as category 2, since it
is the output value stored in entry #2.

To categorize text documents using VG-RAM WNN, we represent
a document as a multidimensional vector V ¼ fv1; . . . ;vjV jg, where
each element vi corresponds to a weight associated to a specific
term in the vocabulary of interest. We use single-layer VG-RAM
WNN (Fig. 3) whose neurons’ synapses X ¼ fx1; . . . ; xjXjg are
randomly connected to the network’s input N ¼ fn1; . . . ;njNjg, which
Fig. 1. Weightless neural network.

Fig. 2. VG-RAM neuron lookup table.
has the same size of the vectors representing the documents, i.e.,
jNj ¼ jV j. Note that jXjojV j (our experiments have shown that
jXjojV j provides better performance). Each neuron’s synapse xi

forms a minchinton cell with the next, xiþ1 (xjXj forms a minchinton
cell with x1) [19]. The type of the minchinton cell we have used
returns 1 if the synapse xi of the cell is connected to an input
element nj whose value is larger than that of the element nk to
which the synapse xiþ1 is connected (i.e., nj4nk); otherwise, it
returns zero.

During training, for each document in the training set, the
corresponding vector V is connected to the VG-RAM WNN’s input
N and the neurons’ outputs O ¼ fo1; . . . ; ojOjg to the code of one of
the categories of the document. All neurons of the VG-RAM WNN
are then trained to output this category with this input vector. The
training for this input vector is repeated for each category
associated with the corresponding document. During test, for
each test document, the inputs are connected to the correspond-
ing vector and the number of neurons outputting each category is
counted. The network’s output is computed by dividing the count
of each category by the number of neurons of the network. This
output is organized as a vector whose size is equal to the number
of categories. The value of each vector element varies from 0 to 1
and represents the percentage of neurons which presented the
corresponding category as output (the sum of the values of all
elements of this vector is always equal to 1). This way, the output
of the network implements the function f ð:; :Þ, defined in Section 2.
A threshold t may be used with the function f ð:; :Þ to define the set
of categories to be assigned to the test document.
4. ML-KNN

The lazy learning ML-KNN categorizer, proposed by Zhang and
Zhou [13], is derived from the popular KNN algorithm. It is based
on the estimate of the probability of a category to be assigned to a
test document dj considering the occurrence of that category on
the k nearest neighbors of dj. If that category is assigned to the
majority (more than 50%) of the k neighbors of dj, then that
category is also assigned to dj, and not assigned otherwise.

Zhang and Zhou [13] carried out a series of experiments using
large data sets, where ML-KNN overcame other categorization
approaches, such as BOOSTEXTER [3], the multi-label kernel method
RANK-SVM [5] and the multi-label decision tree ADTBOOST.MH [6]. This
and the fact that KNN is a well-known algorithm that can be used
to tackle difficult problems in the information retrieval area
[20,21] have motivated us to use ML-KNN as baseline in the
VG-RAM WNN evaluation.
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Table 1
Characteristics of the economic activities data set.

NC NT Training-(and-validation) set Test set

NTD PMC NCD PRC NTD PMC NCD PRC

764 1001 8.11 37.91% 2.63 92.93% 10.79 74.84% 4.31 85.08%

NC denotes the number of categories, NT denotes the number of terms in the

vocabulary, NTD denotes the average number of terms per document, PMC denotes

the percentage of documents belonging to more than one category, NCD denotes

the average number of categories of each document and PRC denotes the

percentage of rare categories, i.e., those categories associated with less than 1%

of the documents.
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5. Experimental evaluation

To implement the VG-RAM WNN, we have used the Event
Associative Machine (MAE) [22], an open source framework for
modeling VG-RAM neural networks developed at the Universidade

Federal do Espı́rito Santo. MAE is similar to the Neural Representa-
tion Modeler (NRM), developed by the Neural Systems Engineer-
ing Group at Imperial College London and commercialized by
Novel Technical Solutions [23,24]. However, MAE differs from
NRM on three main aspects: it is open source, runs on UNIX
(currently, Linux), and uses a textual language to describe WNNs.
MAE allows designing, training and analyzing the behavior of
modular WNNs whose basic modules are bidimensional neural
layers and bidimensional filters. Neural layers’ neurons may have
several attributes (type, input sensitivity, memory size, etc.) and
the user can freely design filters using the C programming
language. The MAE user specifies modular WNNs using the MAE
Neural Architecture Description Language (NADL). NADL source
files are compiled into MAE applications, which have a built-in
graphical user interface and an interpreter of the MAE Control
Script Language (CDL). The user can train, test and alter neural
layers contents using the graphical interface or scripts in CDL.

In the following subsections, we evaluate the categorization
performance of VG-RAM WNN and compare it against that of
ML-KNN using two real-world multi-label learning problems:
categorization of free-text descriptions of economic activities, and
categorization of Web pages. To perform the experiments with
ML-KNN described below, we used a Matlab implementation of it
kindly provided by Zhang and Zhou [13].
1 Data set available at http://www.inf.ufes.br/�alberto/vitoria.tar.gz.
5.1. Categorization of free-text descriptions of economic activities

Currently, most works on automatic text categorization in the
literature are focused on categorization of Web pages. However,
there are many other important applications to which little
attention has hitherto been paid, which are as well very difficult to
deal with. One example is the categorization of a company based
on its statement of purpose, also called mission statement, which
represents the business context of the company activities.
Categorization of companies according to their economic activ-
ities is an important step of the process of obtaining information
for statistical analysis of the economy within a city, state or
country.

In many countries, companies must have a contract (Articles of
Incorporation or Corporate Charter, in USA) with the society
where they can legally operate. In Brazil, this contract is called
social contract and must contain the statement of purpose of the
company. This mission statement needs to be categorized into a
legal business activity by Brazilian government officials. For that,
all economic activities recognized by law are cataloged in a table
called ‘‘Classificac- ão Nacional de Atividades Econômicas (CNAE)’’
(National Classification of Economic Activities) [25]. To perform
the categorization, government officials (at the Federal, State and
County levels) must find the semantic correspondence between
the statement of purpose of the company and one or more entries
of the CNAE table. There is a numerical code for each entry of the
CNAE table and, in the categorization task, the government official
must attribute one or more such codes to the company at hand.
This can happen on the foundation of the company or in an
eventual change of its social contract, if that modifies its mission
statement.

To ease and improve the quality of the categorization of
companies according to their economic activities, the Brazilian
government is creating a centralized digital library with the
statement of purpose of all companies in the country. This library
will help the three government levels—the Federal, the 27 States,
and the more than 5000 Brazilian Counties—in the task of
categorizing Brazilian companies according to the Brazilian law.
In order to categorize the mission statement of each company
within this digital library into legal economic activities—more
than 1000 possible ones—we estimate that data related to more
than 5 millions companies will have to be processed. Also, we
estimate that at least 300 thousand statements of purpose of new
companies, or of companies which are changing their mission
statement, will have to be processed every year. It is important to
note that the large number of possible categories makes this
problem particularly complex when compared with others
presented in the literature [1].

To evaluate the performance of VG-RAM WNN on the
categorization of economic activities, we used a data set
composed of 3264 statements of purpose of Brazilian companies
categorized into a subset of 764 CNAE categories. The CNAE codes
of each company in this data set were assigned by Brazilian
government officials trained in this task. This data set also
contains the official brief description of each one of the 764 CNAE
categories. We evenly partitioned the whole set of mission
statements into four subsets of equal size (816 documents). As
the training(-and-validation) set, we adopted the 764 descriptions
of CNAE categories and a subset of mission statements with
816 documents, and, as the test set, the other three subsets
totalizing 2448 mission statements.

We preprocessed the data set via term selection—a total of
1001 terms were found in the database after removing stop words
and trivial cases of gender and plural; only words appearing in the
CNAE table were considered. After that, each document in the data
set was described as a multidimensional vector using the ‘‘Bag-of-
Words’’ representation [26], i.e., each dimension of the vector is a
weight associated with one of terms of interest. For this data set,
the weight corresponds to the number of times a term in the 1001
terms vocabulary appears in the corresponding document. Table 1
summarizes the characteristics of this data set.1

To tune the parameters of the VG-RAM WNN categorizer, we
divided the training(-and-validation) set into a training set, which
was used to inductively build the categorizer, and a validation set,
which was used to evaluate the performance of the categorizer in
the series of experiments aimed at parameter optimization. The
training set is composed of 764 descriptions of CNAE categories
and the validation set of 816 mission statements.

Fig. 4 shows the MAE application we have built to run the
experiments with the VG-RAM WNN configured 10� 10 neurons
with 256 synapses each. In the MAE application, the window
named document shows the vectors representing the documents
been trained or tested. The 1001 elements of these vectors are

http://www.inf.ufes.br/~alberto/vitoria.tar.gz
http://www.inf.ufes.br/~alberto/vitoria.tar.gz
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Fig. 4. MAE application.

Fig. 5. Results of validation experiments aimed at tuning the number of neurons and synapses per neuron of the VG-RAM WNN.

2 Data set available at http://www.inf.ufes.br/�alberto/yahoo.tar.gz.
3 The characteristics of the Web page data sets were obtained from the work

presented in [13].
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transformed in a 32� 32 input neuron layer (23 of the 32� 32 ¼
1024 elements of this neuron layer are always filled with zero),
which can be shown as a 32� 32 pixel image. The outputs of the
100 (10� 10) neurons of the network form the 10� 10 window
shown in the middle of Fig. 4, while the left window, named
class_cnae, is the graphical user interface of this MAE application.

Fig. 5 presents some results of the validation experiments
employed for tuning the number of neurons and synapses per
neuron of the VG-RAM WNN. The graph in the figure shows the
categorization performance in terms one-error as a function of the
number of neurons and the number of synapses per neuron. As
Fig. 5 shows, VG-RAM WNN performance increases (one-error

decreases) with the number of neurons of the network, but levels
off when the network has about 144 (12� 12) neurons. The
reason is that, with a small number of neurons, the network
cannot discriminate well between the many CNAE categories, but
as the number of neurons increases above 144, additional neurons
do not augment the discriminative power of the network. The
performance also increases with the number of synapses per
neuron, but again levels off at about 256 synapses.

Our validation experiments showed that the values of the
parameters of the VG-RAM WNN that yield the best performance
for this data set in terms of the four multi-label evaluation metrics
adopted (Section 2) are 144 neurons, 256 synapses per neuron,
and a threshold equal to 0.08. For ML-KNN, we used the Euclidean
metric to measure distances between documents and performed
validation experiments to tune the number of neighbors. The best
performing ML-KNN encountered has eight neighbors.

After tunning, the multi-label categorizers were trained with
the 1580 documents (764 descriptions of CNAE categories and 816
statements of purposes of companies) of the training(-and-
validation) set and tested with the 2448 documents of the test
set. Figs. 6(a)–(d) present the experimental results of each multi-
label categorization technique on the economic activities data set
in terms of hamming loss, one-error, coverage and average precision,
respectively. As Figs. 6(a)–(d) show, VG-RAM WNN outperforms
ML-KNN in terms of the four multi-label evaluation metrics
adopted, showing gains of 27%, 14%, 5% and 5%, in terms of
hamming loss, one-error, coverage and average precision, respectively.
5.2. Categorization of web pages

The Web page data employed in our experiments was
extracted from the Yahoo directory2 (http://dir.yahoo.com).
Currently, the top level of the Yahoo directory consists of 14
Web page categories (i.e.,‘‘Arts’’, ‘‘Business’’, ‘‘Computers’’ and so
on) and each category is further categorized into a number of
second-level subcategories. By focusing on these subcategories,
one can devise 14 independent text categorization problems.
Zhang and Zhou [13] used 11 of these 14 problems to evaluate the
performance of ML-KNN. To reduce the dimensionality of each
data set, they used a simple term selection method based on
document frequency (the number of documents containing a
specific term)—only the top 2% terms with highest document
frequency were retained in the final vocabulary. After term
selection, each document in the data set was also described as a
multidimensional vector using the ‘‘Bag-of-Words’’ representa-
tion, i.e., each dimension of the feature vector corresponds to the
number of times a word in the vocabulary appears in the
document. Table 2 summarizes the characteristics of the Web
page data sets.3 For each data set, the training(-and-validation) set
contains 2000 documents while the test set contains 3000
documents.

To tune the parameters of the VG-RAM WNN and ML-KNN
categorizers for these data sets, we divided the 2000 documents
training(-and-validation) set of each problem into a 1500
documents training set, which was used to inductively build the

http://dir.yahoo.com
http://www.inf.ufes.br/~alberto/yahoo.tar.gz
http://www.inf.ufes.br/~alberto/yahoo.tar.gz
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Fig. 6. Experimental results of each multi-label categorizer on the economic activities data set. The smaller the value of hamming loss, one-error and coverage, and the larger

the value of average precision, the better. (a) Hamming loss. (b) One-error. (c) Coverage. (d) Average position.

Table 2
Characteristics of the Web page data sets (after term selection).

Data set NC NT Training-(and-validation)

set

Test set

NTD PMC

(%)

NCD PRC

(%)

NTD PMC

(%)

NCD PRC

(%)

Arts 26 462 34.59 44.50 1.63 19.23 34.98 43.63 1.64 19.23

Business 30 438 34.27 42.20 1.59 50.00 33.69 41.93 1.59 43.33

Computers 33 681 47.34 29.60 1.49 39.39 46.22 31.27 1.52 36.36

Education 33 550 41.20 33.50 1.47 57.58 42.85 33.73 1.46 57.58

Entertainment 21 640 47.69 29.30 1.43 28.57 48.93 28.20 1.42 33.33

Health 32 612 42.25 48.05 1.67 53.13 42.88 47.20 1.66 53.13

Recreation 22 606 43.46 30.20 1.41 18.18 44.49 31.20 1.43 18.18

Reference 33 793 56.78 13.75 1.16 51.52 57.15 14.60 1.18 54.55

Science 40 743 59.02 34.85 1.49 35.00 58.91 30.57 1.43 40.00

Social 39 1047 65.65 20.95 1.27 56.41 63.28 22.83 1.29 58.97

Society 27 636 56.05 41.90 1.71 25.93 54.49 39.97 1.68 22.22

NC denotes the number of categories, NT denotes the number of terms in the

vocabulary, NTD denotes the average number of terms per document, PMC denotes

the percentage of documents belonging to more than one category, NCD denotes

the average number of categories of each document and PRC denotes the

percentage of rare categories, i.e., those categories associated with less than 1%

of the documents of a the data set.

Table 3
Parameters of VG-RAM WNN that yield the best performance.

Data set Number of neurons Number of synapses Threshold t

Arts 1024 64 0.2

Business 1024 64 0.2

Computers 1024 64 0.4

Education 1024 128 0.4

Entertainment 1024 128 0.3

Health 1024 128 0.2

Recreation 1024 64 0.2

Reference 1024 64 0.5

Science 1024 64 0.2

Social 1024 128 0.4

Society 1024 64 0.3
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categorizers, and a 500 documents validation set, which was used
to evaluate the performance of the categorizers in the series of
experiments aimed at parameter optimization. Table 3 presents, for
each one of the 11 text categorization problems, the parameters
that yield the best VG-RAM WNN performance. For ML-KNN, the
number of nearest neighbors that shows best performance was 10.4
4 The results for ML-KNN were obtained from [13].
For each data set, the multi-label categorizers were trained
with the 2000 documents of the training(-and-validation) set and
tested with the 3000 documents of the test set. Figs. 7–10 present
the experimental results obtained with each multi-label categor-
ization technique on all the Web page data sets in terms of
hamming loss, one-error, coverage and average precision, respec-
tively. The graphs in the figures also show the averages for each
evaluation metric over all data sets. As Figs. 7–10 show, on
average, VG-RAM WNN performs better than ML-KNN in terms of
hamming loss, coverage and average precision, and shows a
comparable performance in terms of one-error. When considering
the data sets separately (see the results for ‘‘Recreation’’), VG-RAM
WNN shows gains over ML-KNN of up to 11%, 19%, 21% and 24%, in
terms of hamming loss, one-error, coverage and average precision,
respectively.
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Fig. 7. Experimental results of each multi-label categorizer on the Web page data sets in terms of hamming loss. The smaller the value of hamming loss, the better.
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Fig. 8. Experimental results of each multi-label categorizer on the Web page data sets in terms of one-error. The smaller the value, the better.
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Fig. 9. Experimental results of each multi-label categorizer on the Web page data sets in terms of coverage. The smaller the value, the better.
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5.3. Rationale for the results

In the categorization of free-text descriptions of economic
activities, the VG-RAM WNN categorizer outperformed the ML-
KNN categorizer in terms of the four multi-label evaluation metrics
employed, while in the categorization of Web pages, on average,
VG-RAM WNN outperformed the ML-KNN in terms of hamming

loss, coverage and average precision, and showed similar categoriza-
tion performance in terms of one-error. The VG-RAM WNN superior
performance is the result of two factors that we discuss below.
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Fig. 10. Experimental results of each multi-label categorizer on the Web page data sets in terms of average precision. The larger the value, the better.
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First, each VG-RAM WNN synapse collects the result of a
comparison between two term weights, executed by its corre-
sponding minchinton cell. For the economic activities data set, our
best VG-RAM WNN has 256 synapses per neuron and 12� 12
neurons. Therefore, during test, 36 864 (256� 12� 12) such
comparisons are executed on an input vector representing a
document and the results are checked against equivalent results
learned from training documents. For the Web page data sets, the
best VG-RAM WNN has 128 synapses per neuron and 32� 32
neurons. Thus, the number of comparisons between term weights
reaches 131072 (128� 32� 32). This amount of term weight
comparisons allows not only high discrimination capability but
also generalization.

Second, the large number of neurons of the VG-RAM WNN
examined allows an equivalently large number of votes for
different categories and each of these neurons samples the
documents in different ways. Therefore, the votes help producing
a highly discriminative function f ð:; :Þ or ranking function rð:; :Þ (see
Section 2), which are the core of the metrics employed in the
evaluation.
6. Conclusions and future work

In this work, we presented an experimental evaluation of the
performance of Virtual Generalizing Random Access Memory
Weightless Neural Networks (VG-RAM WNN [14]) on multi-label
text categorization. We performed a comparative study of VG-
RAM WNN and the multi-label lazy learning technique ML-KNN
[13] using two multi-label problems: categorization of free-text
descriptions of economic activities and categorization of Web
pages. In the problem of categorization of free-text descriptions of
economic activities, VG-RAM WNN outperformed ML-KNN in
terms of the four multi-label evaluation metrics adopted, while, in
the categorization of Web pages, on average, VG-RAM WNN
outperformed ML-KNN in terms of hamming loss, coverage and
average precision, and showed similar categorization performance
in terms of one-error.

A direction for future work is to compare VG-RAM WNN
performance against other multi-label text categorization meth-
ods. Other direction for future research is to examine correlated
VG-RAM WNN [27] and other mechanisms for taking advantage of
the correlation between categories. Another direction for further
research is to evaluate the categorization performance of VG-RAM
WNN using different multi-label categorization problems, such as
image annotation and gene function prediction.
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